
Solutions to Problem 1.
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Solutions to Problem 2.

a. In this case, the initial state probabilities are

p =

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

1/5
1/5
1/5
1/5
1/5

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

We want Pr{S3 = 4} = p(3)4 = 4th element of p(3) = pTP3.

pTP3
= [0.0328 0.0172 0.37975 0.19525 0.375]

_erefore, Pr{S3 = 4} = 0.19525.

b. LetR = {2, 3}. So,

PRR = [
0.30 0
0 0.75]

Looking at PRR, we see thatR = {2, 3} does not form a self-contained Markov chain since the rows of PRR do
not sum to 1. _erefore,R = {2, 3} is not an irreducible set of states.

c. LetR = {3, 4}. We want π4.

πRPRR = πR
πR1 = 1

⇔

0.75π3 + 0.50π4 = π3

0.25π3 + 0.50π4 = π4

π3 + π4 = 1
⇒ π3 =

2
3
, π4 =

1
3

So, π4 =
1
3 .

d. _e set of all transient states is T = {1, 2}. LetR = {5}. Note that 5 is an absorbing state. We want α15.

αT R = ([
1 0
0 1] − [

0.4 0.1
0.2 0.3])

−1

[
0.25
0.25] = [

0.5
0.5]

So, α15 = 0.5.

1



Solutions to Problem 3.

● State space: {(yes, yes), (yes, no), (no, yes), (no, no)}

● Time step: 1 shot

● State in the nth time step: Sn = (make (n − 1)th shot?,make nth shot?)

● One-step transition probabilities:

(no, yes) (no, no)

(yes, yes) (yes, no)

0.35

0.65

0.30
0.70

0.75

0.25

0.70
0.30

Solutions to Problem 4.

● Markov property: the probability an oõcer is promoted, separated, or retired next year only depends on the
oõcer’s rank this year. For example, it does not matter how long the oõcer has held his or her current or previous
ranks.

● Time-stationarity: the probability an oõcer is promoted, separated, or retired next year given the oõcer’s rank
this year stays constant from year to year.
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